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/7 Quorum Systems

7.1 Introduction

Motivation. Replicate an object on servers in order to tolerate faulty servers. The servers
communicate by sending messages over an asynchronous point-to-point network. Define quo-
rums of servers such that a client needs only talk to a quorum of servers for accessing the
object.

Definition 7.1 (Quorum System).Let? = {P,..., P,} be a set of servers. Quorum sys-
temQ C 27 is a set of subsets @ such that every two subsets intersect. EQch Q is called
aquorum

W.l.0.g., quorum systems considered here are minimal, i.e., fo@any € O : Q Z Q.

Algorithm 7.2 (Replicated Read-Write Register). A variablex is stored in the system; clients
are a reader and a writer who maintains a timestamigvery servetP; stores local copies;
andr;.

e To write x, the writer picks a quorun®, incrementsr, and sendgwrite |z, 7) to all
P, € Q; upon receivingwrite , z,7) with 7 > 7;, serverp,; sets(z;, 7;) < (z,7) and
returns arack message; the writer waits fack from all servers i) before terminating
the write.

e To readr, the reader picks a quoru@ and sends eead message to alP; € ; upon
receiving theread query, P, returns(value . x;, 7;), the reader waits for values from
all servers iny and selects the one with the highest timestamp.

The algorithm works only for a single reader and for a single writer, which must not fail (why?).
The message complexity of every operatiog|i3|.

Lemma 7.3. A guorum system implements a single-reader single-writer read/write register in
an asynchronous network.

Proof. The quorum used by the writer has non-empty intersection with the quorum used by the
reader. O

7.2 Example Quorum Systems
Singleton. Q = {{P}}.

Majority. P = {P,,...,P,} andQ = {Q C P||Q| = [**]}; toleratest < % faulty
servers. Generalization weighted majoritypy assigning multiple “votes” to some servers.
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Grid. Suppose: = k - k£ and arrange the servers in a square; a quorum is a full row and one
element from each row below the full row.

A grid quorum onn = 25 elements.

Finite Projective Planes (FPP) Mae85. Suppose: = ¢+ ¢ + 1 for a prime power; then
there is a finite projective plane enelements, which consists of a set of subsets ffdsuch

that every subset has exacily- 1 elements, every element is contained in exagthi subsets,
and every two subsets intersect in exactly one element.

The finite projective plane of order 2 (“Fano plane”).

B-Grid [NW98]. Suppose: = dhr and arrange the elements in a grid witltolumns and

h - r rows. Call every group of rows abandand callr elements in a column restricted to a
band amini-column A quorum consists of one mini-column in every band and one element
from each mini-column of one band; thus, every quorumdhashr — 1 elements.

B

The B-Grid quorum system over= 120 elements withi = 12 columns,h = 5 bands, and
r = 2 rows per band.

7.3 Measures on Quorum Systems

The load is a property of the quorum system; it is defined as the fraction of time thatdiest
server is in use under aptimalstrategy of accessing the servers.



Definition 7.4 (Load). An access strategyy/ is a random variable on a quorum systén.e.,
>_oco Pw(Q) = 1. Theload induced byV on a serverr; is

tw(i) = > Pw(Q).

QEQHEQ

Theload induced by on Q is

Lw(Q) = max b (i).

The[system] load ofQ is
L(Q) = mmi/nLW(Q).

Let ¢(Q) denote the size of the smallest quorum of a quorum syslem

Theorem 7.5 (NW98]). L(Q) > max{ 5, 491 Consequentlyi.(Q) > %
Resilience is a worst-case measure for the fault-tolerance of a quorum system, defined as the
maximum number of faulty servers that the quorum system can tolerate.

Definition 7.6 (Resilience). TheresilienceR(Q) of a quorum system is the largessuch that
for all setsF’ C P of cardinality f, there is at least one quorughe Q which has no common
element withF.

Clearly, the resilience is at mostQ) — 1.
An average-case measure for fault-tolerance is the failure probability. Assume that every server
P, fails independently with probability; let FAIL(i) denote the event th&, fails.

Definition 7.7 (Failure probability). The failure probability of a quorum systen® is the
probability that at least one server of every quorum fails, i.e.,

F,(Q) = Pr[vVQ € Q: 3P, € Q such thatFAIL(i)].

Definition 7.8 (s-uniform). A quorum systeng is s-uniformif every quorum inQ has ex-
actly s elements.

Definition 7.9 (balanced). An access strategiy” for a quorum systen® is balancedif it
satisfiedy, (i) = L for all P, € P.

Lemma 7.10. Ans-uniform quorum systei@ with a balanced access strategy has lda@) =
L = *. Moreover, this load is optimal.

Proof. [NW98, Proposition 4.8]. O



Lemma 7.11. The B-Grid quorum system has lo&g/"~!, resiliencemax{d — 1, hr — 1}, and

failure probability at mostdp”)" + h(1 — (1 —p)")%. Ford = \/n,r = [Ind|, and0 < p < 2,
nl/

we haveL (B-Grid) = O(-%), R(B-Grid) = O(v/n), and F,,(B-Grid) = O(e~*7").

Proof. Load follows from Lemmar.10since B-Grid is(d + hr — 1)-uniform. Define&; to

be the event thah every band, all elements of some mini-column famd &, the event that

in some band, at least one element of every mini-column f@isarly, the system fails when

& VvV &, and thus

F,(B-Grid) < Pr[&)] + Pr[&)] = (dp")" + h(1 — (1 —p)")*

O
Comparison.
Q L(Q) RQ)  F(Q
Singleton 1 0 D
Majority : |25t ] e—Un)
Grid | O() vn-—1 ~ 1
FPP O(ﬁ) q ~ 1
B-Grid* | O(L) O(/n) O(e*F)
* for largen.

*ford=/n,r = [Ind],and0 < p < 3.

Only the B-Grid quorum system achieves optimal and close-to-optimal values of all three mea-
sures.
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